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Abstract 
In light of the increasing number of clinical narratives, a modern 
framework for assessing patient histories and carrying out clin-
ical research has been developed. As a consequence of using 
existing approaches, the process for recognizing clinical enti-
ties and extracting relations from clinical narratives was subse-
quently error propagated. Thus, we propose an end-to-end clin-
ical relation extraction model in this paper. Clinical XLNet has 
been used as the base model to address the discrepancy issue, 
and the proposed work has been tested with the N2C2 corpus.
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1. Introduction
Data is the collection of facts and statistics concerning an object or originated an 

event. The processed data is information whose objective is to increase its usefulness 
of the data. Knowledge represents an understanding of certain information. The un-
structured nature of text data makes automated understanding difficult and has led to 
the development of several text mining (TM) techniques in the last decade (Bose, P., 
et al., 2021).

In the clinical context, clinical data is raw data in a patient’s Electronic Health Re-
cord (EHR). The clinical narrative written by a healthcare practitioner originated in the 
occurrence of an event, such as admission reports written during patient admission, 
lab reports, and discharge summaries. Clinical data from electronic health records are 
used for computerized clinical applications (e.g., clinical decision support systems) 
and clinical and translational research. EHR data can serve as a challenge because 
patient information can be embedded in the clinical text, which is not directly accessi-
ble through other computerized applications that utilize structured data (Tang, B., Cao, 
H., Wu, Y., Jiang, M., & Xu, H., 2013, April).

The clinical terms found and extracted from the clinical data, such as medication 
or diseases, is clinical information. Clinical knowledge comprises comprehension of 
the clinical data extracted, such as establishing clinical relations between the patient 
diagnosis and the clinical terms found in the patient’s EHR. An example of clinical 
knowledge could be discovering which medications are more prescribed in a given 
clinical specialty based on the clinical information extracted from the EHRs’ clinical 
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data, written in narratives.
NLP technologies have been introduced in the medical domain in the past decade 

that extracts structured clinical information from narrative text (Friedman, C., et al., 
1994). The term Natural Language Processing (NLP) refers to the methods used by 
computers to interpret spoken or written information. Several high-level tasks are need-
ed to process human languages with NLP, such as machine translation, question-an-
swering systems, information extraction, and natural language understanding. As part 
of data analysis, KDD, and data mining, knowledge extraction is essential to extract-
ing structured information from unstructured data. A significant amount of continuous 
medical information is acquired, maintained, and available digitally, including back-
ground information, blood tests, medications, therapies, and therapeutic interventions.

Clinical Named Entity Recognition (NER) is an essential step in extracting patient 
data from medical records. A need for clinical NER in the mining of clinical data has 
attracted research attention. Specifically, it aims to build a database of unique medical 
entities from medical texts, where the target entities include diseases, medications, 
examinations, and remedies 9 Zhang, R., Zhao, P., Guo, W., Wang, R., & Lu, W., 2022). 
However, medical NER differs from generic NER in several important ways. There are 
many alternative spellings and synonyms that contribute to the development of vocab-
ulary. As a result, medicine interpretation is negatively affected.

This research aims to extract end-to-end relation extraction from text data using 
natural language processing, discovering clinical concepts within the texts and their 
relationships. Current solutions often resolve the problem in two steps: identifying the 
named entities and classifying any relations between them (Giorgi, J., et al., 2019). 
These two steps can be regarded as two traditional subtasks, namely named entity 
recognition (NER) and relation classification (RC), which propagate errors from NER 
to RC without giving feedback from RC to NER (Bethard, S., et al., 2015, June; Lee, H. 
J., et al., 2016, June).

Due to the limitation of error propagation between subtasks, we developed the clini-
cal XLNet model based on natural language processing to achieve end-to-end relation 
extraction from clinical text data.

The structure of the paper has been structured as follows: Section 2 presents the 
recent works of literature; section 3 depicts the detailed description of the proposed 
methodology; section 4 deliberates the implementation results; finally, section 5 con-
cludes the paper.

2. Literature Survey
This section provides a survey of some existing research related to clinical relations 

extraction from electronic health records.
Mahendran, D., & McInnes, B. T. (2021) use relation extraction techniques to ex-

amine the relationship between drugs and associated attributes. An outline of three 
approaches is provided: a rule-based approach, a deep learning approach, and a 
contextualized language model approach. Experimental results demonstrated that the 
contextualized language model-based approach outperformed other approaches and 
reached the highest ADE extraction performance.

Hasan, F., Roy, A., & Pan, S. (2020, November) investigate whether word and 
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sentence embeddings can be used to improve the accuracy of relation extractions 
using traditional NLP features. In order to extract clinical relationships, different neu-
ral network architectures have been explored for combining text embeddings (e.g., 
Word2Vec and BERT) and traditionally syntactic and semantic features. Comparison 
between models employing static word embedding (e.g., Word2Vec) and models em-
ploying contextual embedding (e.g., BERT). Even though conventional contextual em-
bedding with BERT is very effective, models that combine the technique with traditional 
syntactic and semantic features perform worse than those that combine conventional 
contextual embedding with static Word2Vec embedding.

Perera, N., Dehmer, M., & Emmert-Streib, F. (2020) describe approaches to Named 
Entity Recognition (NER) and Relation Detection (RD), which can be used to determine 
relationships between proteins and drugs or genes and diseases. A specific biomed-
ical or clinical problem can be summarized using large-scale details integrated into 
networks, allowing easy data management and analysis.

Liao, W., & Veeramachaneni, S. (2009, June) presented a semisupervised learning 
algorithm that used CRFs in the NER. Their algorithm provided high-precision labels 
for unlabeled data based on independent evidence. This allows for the automatic ex-
traction of high-accuracy data without redundant information. A more accurate classi-
fier would be the result of the next iteration.

Jiang, S., Zhao, S., Hou, K., Liu, Y., & Zhang, L. (2019, October) modeled Chinese 
electronic medical records using a BERT-BiLSTM-CRF model. A pre-trained BERT lan-
guage model improves word semantics, followed by a biLSTM network with a CRF 
layer, with word vectors used as inputs. In contrast to previous approaches that aimed 
to utilize feature engineering and domain knowledge, the BERT model improves se-
mantic representation. At the same time, the BiLSTM network solves the issue of pre-
vious methods that relied on feature engineering and domain knowledge. The CRF 
model is a new approach that focuses on context annotation information instead of 
other approaches.

Shi, X., et al. (2019) proposed a novel joint deep learning method to recognize 
clinical entities or attributes and extract entity-attribute relations simultaneously. This 
method combines two state-of-the-art methods for named entity recognition and re-
lationship extraction, such as bidirectional long short-term memory with conditional 
random fields and long short-term memory.

Xu, J., He, H., Sun, X., Ren, X., & Li, S. (2018) introduced a unified model which 
allows semi-supervised learning to learn in-domain unlabeled data by self-training. 
Large amounts of unlabeled data are combined to enhance the performance of the 
NER.

Li, F., Zhang, M., Fu, G., & Ji, D. (2017), using a joint neural model to extract bio-
medical entities and relationships, investigated how knowledge could be extracted 
from biomedical data. This methodology combines several state-of-the-art neural mod-
els for entity recognition and relation classification in natural language processing and 
text mining. Besides extracting adverse events related to drug-induced diseases, their 
model also extracted residences related to bacteria.

Throughout the analysis, the use of relation extraction techniques to examine the 
relationship between drugs and associated attributes requires a lot of manual work 
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(Mahendran, D., & McInnes, B. T., 2021). The word and sentence embeddings are 
used to improve the accuracy of relation extractions using traditional NLP features 
[9]. The clinical problem can be summarized using large-scale details integrated into 
networks (Perera, N., Dehmer, M., & Emmert-Streib, F., 2020). The high-precision la-
bels for unlabeled data for automatic data extraction (Liao, W., & Veeramachaneni, S., 
2009, June). Word semantics, a pre-trained BERT language model, is used, followed 
by a biLSTM network with a CRF layer, which provokes discrepancy issues (Jiang, 
S., Zhao, S., Hou, K., Liu, Y., & Zhang, L., 2019, October). A novel joint deep learning 
method to recognize clinical entities or attributes (Shi, X., et al., 2019). Large amounts 
of unlabeled data are combined to enhance the performance of the NER, but more 
memory is required for training (Xu, J., He, H., Sun, X., Ren, X., & Li, S., 2018). A joint 
neural model to extract biomedical entities and relationships, but there are high pos-
sibilities of error propagation (Li, F., Zhang, M., Fu, G., & Ji, D., 2017). A novel relation 
extraction technique is proposed, elaborated in the next section, to eliminate the is-
sues mentioned above.

3. End-to-End Clinical Relation Extraction
A new framework for assessing patient histories and conducting clinical research 

has evolved due to the expanding number of clinical reports. Clinical entity recogni-
tion and relation extraction are two of the most critical challenges for extracting valu-
able information from clinical text data. The existing research developed a pipeline 
for performing entity recognition and relation extraction tasks separately, which could 
propagate the error from the former task to the latter one, provoking error propagation 
and performance degradation is provoked. A novel strategy named end-to-end clinical 
relation extraction has been proposed to overwhelm the issues mentioned above. To 
deal with the issue of error propagation, both entity recognition and relation extraction 

Fig. 1. Block diagram of the proposed end-to-end clinical knowledge discovery 
strategy
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are performed solely rather than separately. Clinical XLNet, a large bidirectional trans-
former model, has been incorporated as a base model to resolve BERT-based models’ 
discrepancies. Here, the position embedding has been incorporated upon clinical XL-
Net to take advantage of the entities’ positional data of the entities by entity markers 
with the existing [CLS] vector. To leverage the dependent event relation association 
and the independent events, the multinomial Naïve Bayes probability function has been 
performed parallel to the joint conditional probability function. Whereas the multinomial 
Naïve Bayes leverages the prior probability with conditional probability to determine 
the probability of the dependent event relation association; furthermore, if the entity 
pairs are presented in consecutive sentences, the relations between them have been 
learned through incorporating multi-head attention layer at the top of the clinical XLNet. 
The transformer outputs are concatenated through a linear layer. Finally, the softmax 
classifier can be employed to present the entity relation, which might be drug-adverse 
drug event, drug-reason, etc. At last, the absolute and abundant knowledge discov-
ered from the entity relation extraction will be portrayed in a graphical or statistical 
form. The block diagram of the proposed methodology is depicted in figure 1.

3.1. Clinical Entity Recognition 
The clinical image or clinical text has been utilized for clinical knowledge 

discovery, whereas we have extracted the knowledge by adopting clinical text data. 
Initially, the clinical text data has been pre-processed to retain the eminence of the 
input corpus for data miners to gain knowledge. The pre-processing steps include data 
cleaning, tokenization, parts of speech tagging, parsing, stemming, and 
lemmatization. After the data cleaning process, the sentences are split into several 
tokens, and then the parts of the speech process have been carried out. In order to 
resolve the structural ambiguity, parsing is carried out, which identifies the 
constituents. 

Consequently, stemming and lemmatization have been performed. The procedure 
for stemming is to remove and replace word suffixes to arrive at a common root for the 
term. A lemma is a canonical form of a word, whereas a stem may or may not be an 
actual word. This reduces a word's inflectional forms and certain derivationally related 
forms to a single base form. 

The clinical named entity recognition is the task that is crucial for relation 
extraction. If the entities are not recognized appropriately, the error of entity recognition 
was carried forward into the relation extraction task on the knowledge discovery 
pipeline. This provokes error propagation, implying performance degradation and the 
erroneous discovery of knowledge. To prevent this, the clinical entity recognition and 
the relation extraction tasks were performed solely on the single model. Most existing 
approaches rely on sequence labeling models like BERT with Bi-LSTM or CRF, which 
suffered from discrepancy issues while tuning with contextual embedding. In order to 
overcome this, the XLNet, a large bidirectional transformer model, has been adopted 
as a base model in our research. 

The XLNet, on the other hand, has been fine-tuned by utilizing smaller clinical data 
to maximize the task-specific knowledge to make XLNet a clinical XLNet, where the 
named entity recognition has been taken place. The embedding layers are mainly 
contributed to clinical entity recognition. The XLNET embedding should be pre-trained 
with the clinical notes datasets using Permutation Language Modeling. The permuted 
language model (PLM) maintains the benefits of autoregressive modeling while 
simultaneously allowing systems to include bidirectional context. If a sentence is given 
as 𝑦𝑦 = (𝑦𝑦!	, 𝑦𝑦#, 𝑦𝑦$………𝑦𝑦%)with the length of m, there is m! Possible permutations. 
Symbolize 𝐻𝐻%as the permutations of set {1,2,3,……𝑚𝑚}. For a permutation	ℎ	 ∈ 	𝐻𝐻%, 
represents ℎ&as the T-th element in ℎ	𝑎𝑎𝑎𝑎𝑎𝑎	ℎ < 𝑇𝑇 as the first T-1 element in h. PLM pre-
trains the model by achieving the preceding criteria, 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦; 𝜃𝜃) = Ε' ∈ 𝐻𝐻% ∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦'&|𝑦𝑦'(&; 𝜃𝜃)%
&)*+!       (1) 

During the autoregressive pre-training, each predicted token in PLM can only view 
its previous tokens in a permuted phrase and has no knowledge of the whole 
sentence's position. The permutation Language modeling has been done in the 
embedding layer to generate a better clinical embedding from clinical notes. The 
embedding layer processes are depicted in figure 2. Initially, the pre-processed data 
has been inputted to the clinical XLNet model, whereas the token embedding layer 
generates the inputs as tokens for further processing. In clinical XLNet, the [CLS] token 
has been employed as a classification token; the [SEP] token is for the separation of 
sentences. However, the [CLS] token utilizes only partial knowledge from the input 
sequence, which affects the positioning of entities. Thus to resolve this, the position 
embedding has been incorporated upon clinical XLNet to leverage the position 
information of the entities by entity markers with the existing [CLS] vector, which 
contributed to carrying forward the entire knowledge up to the end of the task. In figure 
2, the entity tokens are represented as entity markers{𝐸𝐸!, 𝐸𝐸#, …	𝐸𝐸,}, which has been 
appropriately identifying the clinical entities in the input clinical text data. 
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3.1. Clinical Entity Recognition 
The clinical image or clinical text has been utilized for clinical knowledge 

discovery, whereas we have extracted the knowledge by adopting clinical text data. 
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input corpus for data miners to gain knowledge. The pre-processing steps include data 
cleaning, tokenization, parts of speech tagging, parsing, stemming, and 
lemmatization. After the data cleaning process, the sentences are split into several 
tokens, and then the parts of the speech process have been carried out. In order to 
resolve the structural ambiguity, parsing is carried out, which identifies the 
constituents. 

Consequently, stemming and lemmatization have been performed. The procedure 
for stemming is to remove and replace word suffixes to arrive at a common root for the 
term. A lemma is a canonical form of a word, whereas a stem may or may not be an 
actual word. This reduces a word's inflectional forms and certain derivationally related 
forms to a single base form. 

The clinical named entity recognition is the task that is crucial for relation 
extraction. If the entities are not recognized appropriately, the error of entity recognition 
was carried forward into the relation extraction task on the knowledge discovery 
pipeline. This provokes error propagation, implying performance degradation and the 
erroneous discovery of knowledge. To prevent this, the clinical entity recognition and 
the relation extraction tasks were performed solely on the single model. Most existing 
approaches rely on sequence labeling models like BERT with Bi-LSTM or CRF, which 
suffered from discrepancy issues while tuning with contextual embedding. In order to 
overcome this, the XLNet, a large bidirectional transformer model, has been adopted 
as a base model in our research. 

The XLNet, on the other hand, has been fine-tuned by utilizing smaller clinical data 
to maximize the task-specific knowledge to make XLNet a clinical XLNet, where the 
named entity recognition has been taken place. The embedding layers are mainly 
contributed to clinical entity recognition. The XLNET embedding should be pre-trained 
with the clinical notes datasets using Permutation Language Modeling. The permuted 
language model (PLM) maintains the benefits of autoregressive modeling while 
simultaneously allowing systems to include bidirectional context. If a sentence is given 
as 𝑦𝑦 = (𝑦𝑦!	, 𝑦𝑦#, 𝑦𝑦$………𝑦𝑦%)with the length of m, there is m! Possible permutations. 
Symbolize 𝐻𝐻%as the permutations of set {1,2,3,……𝑚𝑚}. For a permutation	ℎ	 ∈ 	𝐻𝐻%, 
represents ℎ&as the T-th element in ℎ	𝑎𝑎𝑎𝑎𝑎𝑎	ℎ < 𝑇𝑇 as the first T-1 element in h. PLM pre-
trains the model by achieving the preceding criteria, 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦; 𝜃𝜃) = Ε' ∈ 𝐻𝐻% ∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦'&|𝑦𝑦'(&; 𝜃𝜃)%
&)*+!       (1) 

During the autoregressive pre-training, each predicted token in PLM can only view 
its previous tokens in a permuted phrase and has no knowledge of the whole 
sentence's position. The permutation Language modeling has been done in the 
embedding layer to generate a better clinical embedding from clinical notes. The 
embedding layer processes are depicted in figure 2. Initially, the pre-processed data 
has been inputted to the clinical XLNet model, whereas the token embedding layer 
generates the inputs as tokens for further processing. In clinical XLNet, the [CLS] token 
has been employed as a classification token; the [SEP] token is for the separation of 
sentences. However, the [CLS] token utilizes only partial knowledge from the input 
sequence, which affects the positioning of entities. Thus to resolve this, the position 
embedding has been incorporated upon clinical XLNet to leverage the position 
information of the entities by entity markers with the existing [CLS] vector, which 
contributed to carrying forward the entire knowledge up to the end of the task. In figure 
2, the entity tokens are represented as entity markers{𝐸𝐸!, 𝐸𝐸#, …	𝐸𝐸,}, which has been 
appropriately identifying the clinical entities in the input clinical text data. 
  

••Fig. 2. Embedding Process
As with the entity markers, each entity is preserved until the end of the knowledge 

discovery process. The clinical entities are drug, class, dosage, frequency, duration, 
route, and condition. Thus the relation between the drug with the different entities has 
been extracted by the relation extraction process, which is explained in the next section.
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4. Result and Discussion
This section provides a detailed explanation of the implementation results and the 

evaluation metrics of the proposed system. A comparison has also been provided to 
demonstrate that the proposed model’s performance is superior to existing models.

4.1. Experimental Setup
This work has been implemented in the working platform of python with the 
following system specification, and the simulation results are discussed below.

  Platform   : Python
  OS    : Windows 10
  Processor   : 64-bit Intel processor
  RAM    : 8 GB RAM
  Dataset        : N2C2 dataset

4.1.1. Dataset Description
The corpus utilized in the proposed methodology is National NLP Clinical Chal-

lenges (n2c2) 2018 dataset. The n2c2 corpus contains the electronic health record 
of several patients in 10 classes. The medical history, diagnosis, drug name, class of 
the drug, treatment plans, vaccination dates, allergies, the frequency of the intake of 
drugs, duration, route, condition, radiological pictures, and laboratory and test results 
of a patient are all kept in the record. The discharge summaries of patients presented 
in the corpus are considered for knowledge discovery. The n2c2 corpus contains en-
tity annotations: drug, strength, form, dosage, frequency, route, duration, reason, and 
ADR. There are eight different kinds of clinical entity relations: strength–drug (severity), 
form–drug (form), dosage–drug (do), frequency–drug (fr), route–drug (route), dura-
tion–- drug (du), reason–drug (reason), ADR–Drug (adverse).

The n2c2 corpus has been employed as the input to the proposed clinical XLNet 
model for knowledge discovery. The corpus is grouped into 10 classes, each contain-
ing several patients’ health records that have been initially pre-processed for cleaning, 
then represented statistically in figure 3.

Fig. 3. Statistical representation of n2c2 corpus
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Fig. 4. Tokenization

Fig. 5 (a)

fig. 5 (b)

Fig. 5. Entity Relation Extraction
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For knowledge discovery, the clinical entity recognition task is the one that has to 
be focused on to enhance the proposed model’s efficiency. To do that, the tokeniza-
tion takes place with token embedding, which is depicted in figure 4. On the obtained 
tokens, the incorporation of position embedding has been identifying the position of 
the entities and the entity relation with the drug, which is portrayed in figure 5. In figure 
5(a), the entity types marked in the input record have been illustrated. In figure 5(b), 
the identified entity relations with the drug are listed in the output window with the po-
sition of entities, whereas the entity drug is indicated as chemical.

5. Conclusion
In this paper, a novel end-to-end clinical relation extraction strategy has been pro-

posed with clinical XLNet. The proposed model has considered the extraction of entity 
pairs in consecutive sentences, and this provides vast knowledge from the clinical text 
data, which has been implemented with the n2c2 corpus.
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