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Abstract

Cloud computing is a new technology recently being developed seriously. Scheduling is an essential issue in the area of cloud computing. There is an extensive literature concerning scheduling in the area of distributed systems. Some of them are applicable for cloud computing. Traditional scheduling methods are unable to provide scheduling in cloud environments. According to a simple classification, scheduling algorithms in the cloud environment are divided into two main groups: batch mode and online heuristics scheduling. This paper focuses on the trust of cloud-based scheduling algorithms. According to the literature, the existing algorithm examinee latest algorithm is related to an algorithm trying to optimize scheduling using the Trust method. The existing algorithm has some drawbacks, including the additional overhead and inaccessibility to the past transaction data. This paper is an improvement of the trust-based algorithm to reduce the drawbacks of the existing algorithms. Experimental results indicate that the proposed method can execute better than the previous method. The efficiency of this method depends on the number of nodes and tasks. The more trust in the number of nodes and tasks, the more the performance improves when the time cost increases.

Keyword: Cloud Computing, Task Scheduling, Trust Method, Distributed Systems, Heuristics Scheduling

1. Introduction

Cloud Computing is a trending technology that allows users to use computing resources remotely in a pay-per-use model. One of the main challenges in a cloud computing environment is task scheduling, in which tasks should be scheduled efficiently to minimize execution time and cost while maximizing resource utilization (Shukri, S. E., Al-Sayyed, R., Hudaib, A., & Mirjalili, S., 2021). Cloud environment enables the users to utilize many virtual resources for every requested task, making the manual and traditional scheduling techniques, not an efficient solution that introduces the need to have new efficient scheduling solutions (Arunarani, A. R., Manjula, D., & Sugumaran, V., 2019). Some researchers applied task scheduling to an environment similar to the cloud environment, such as Dai et al. (Dai, H., Zeng, X., Yu, Z., & Wang, T., 2019). However, over time, due to the limitation of resources and many requests and demands on qualitatively of different users, scheduling shared resources and allocating them is treated as a...
key issue. Traditional scheduling algorithms are not efficient enough to respond to this growing requirement (Ghanbari, S., & Othman, M., 2012; Aghababaeipour, Ali, and Shamsollah Ghanbari, pp. 308-317. Springer, Cham, 2018; Ghanbari, Shamsollah. no. 1 (2019): 29-38.). That is why the requirement for scheduling algorithms tailored to the cloud network was strongly felt. So trust will be achieved when we get our expectations and received complete services (Zissis, D., & Lekkas, D., 2012; Khalifehlou, Z. A., & Gharehchopogh, F. S., 2012, May; Kim, W., 2009). Trust is communication between users and service providers, and during the implementation process, an important role plays in cooperation between them (Che, J., Duan, Y., Zhang, T., & Fan, J., 2011). In could computing, trust is highly regarded in the chosen algorithms (Mantri, A., Nandi, S., Kumar, G., & Kumar, S., 2011, July). According to the literature (Hoffman, D. L., & Peralta, M., 2007), 95% of users did not add their personal information on websites. So it seems trust will have a significant impact in terms of technology adoption (Friedman, B., Khan Jr, P. H., & Howe, D. C., 2000; McKnight, D. H., Choudhury, V., & Kacmar, C., 2002). To meet the challenges of large-scale applications, job scheduling algorithms are essential (Fox, A., Griffith, R., Joseph, A., et al., 2009). By mapping user-related jobs into the appropriate resources, the job scheduling mechanism can increase efficiency and reduce makespan (Özdamar, L., & Ulusoy, G., 1995). In this regard, various algorithms (Li, J., Qiu, M., Niu, J., Gao, W., Zong, Z., & Qin, X., 2010, August; Qi, P., & Li, L. S., 2012, August; Xu, B., Zhao, C., Hu, E., & Hu, B., 2011) have been proposed in this study; we have a plan to improve the model of the Cloud-DLS algorithm.

2. Related work

Some researchers applied task scheduling to environments similar to the cloud environment, such as in Dai et al. (2019). Another research by Lin et al. (2019) applied in the manufacturing sector to support production decisions made in smart factories. The main purpose in the schedule coming tasks with considering edge computing. A recent application of GA in task schedules was proposed by Jena and Mohanty (2018). Recent research for automating big data task scheduling in a cloud environment was proposed by Rjoub et al. (2019), the main purpose is to help the cloud users deal with their tasks with good performance. The latest related algorithm is called Cloud-DLS, which is based on Bayesian theory. It leads us to algorithm an efficient scheduling algorithm named Cloud-DLS (Wang, W., Zeng, G., Tang, D., & Yao, J., 2012) has been proposed. In general, a trust-based relationship is variable. One node bypassing the time whiles its successful communication with other nodes increases; trust other nodes to provide services that can be changed over time. There is a kind of trust between A and B called direct trust. It can be achieved through successful cooperation between them. Besides, there are recommended trust that if a node has no communication, the other nodes can receive it from other nodes. Based on its strategy, estimate it. Trust is not a simple issue but a process that can be calculated to a certain level. In this algorithm, there are two parameter names u and v: the number of successful and number of failure interactions. For computing u and v after n time sequences, the following formula is used:

\[ V(n) = \sum_{i=1}^{N} v(i)n^{n-1} \] (1)
\[ U(n) = \sum_{i=1}^{N} u(i)n^{n-1} \]  

To computing \( u(n) \) and \( v(n) \), general information and transaction processing that has been happened in the past exist and is stored in the data center. Then a decay factor allocates to them that can be a minute, a day, a month, a year, or any time interval. Complete information will be achieved to computing \( u \) and \( v \); however, a node decided to use them or not. The problem with this method is that high memory usage is logged and cased. For computing them at its sequences:

\[ V(i) = V(i - 1)n + V(i) \]

\[ U(i) = U(i - 1)n + U(i) \]

To solve this problem, \( u \) and \( v \) can be computed in real time so there is no need to store the information. However, this method has its difficulty, including no access to the previous information.

3. Proposed method

Generally, the problem of calculating \( U(n) \) and \( V(n) \) is the high level of consumed memory, and the problem of calculating \( U(i) \) and \( V(i) \) methods is temporary decision-making. It is not possible to obtain a general attitude toward the system since the last time. The system has some disadvantages, including if one node requests service from another node and that node offers a negative response, repeatedly in the next communication, the request is resent regardless of this issue that such request was already sent without receiving any response from the node. In order to describe the implementation of the recommended method and by regarding the calculation of the formula mentioned in the article Base work, we have benefited from a dynamic buffer with \( n \) length, and the size of the buffer in different systems may be diverse. It may be changed with variety in the power of processing. Then the data related to transactions inside of buffer is saved and is applied in calculations related to trust at a brief time.

To determine the size of this buffer, the benefit of the formula that depends on power and level of load may be tolerated by the processor at a specific time. The following equation can calculate the size of buffers:

\[ Buffer = \left( \frac{\text{CP}}{\text{CU}} \right) * 100 \]  

Where CU and CP are Power of processor and Processing

A load of processors, respectively. In order to calculate CU, we use the following equation: CU is equal to Frequency of processor * number of core processing so the size of the buffer can be calculated locally. Then, in order to save the required data queue is used. This queue can be either linear or loop. The linear queue due to potential problems that importance is the gradual movement of elements toward the end of the queue and lack of ability to use homes at the beginning of queue that is empty due to elimination shall not be applicable for this method. Thus, instead, the loop queues are used for saving data.
Table 1. Table for Definition of Parameters:

<table>
<thead>
<tr>
<th>Remarks</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing load of processor</td>
<td>CU</td>
</tr>
<tr>
<td>The processing power of the CPU</td>
<td>CP</td>
</tr>
<tr>
<td>Recommended trust</td>
<td>(rt)</td>
</tr>
<tr>
<td>Direct trust</td>
<td>(dt)</td>
</tr>
<tr>
<td>Number of successful Interaction after nth sequence</td>
<td>V(n)</td>
</tr>
<tr>
<td>Number of failure Interaction after nth sequence</td>
<td>U(n)</td>
</tr>
<tr>
<td>Number of successful Interaction at the ith sequence</td>
<td>V(i)</td>
</tr>
<tr>
<td>Number of failure Interaction at the ith sequence</td>
<td>U(i)</td>
</tr>
</tbody>
</table>

The algorithm described above may be implemented in 2 phases which are described:

- First Phase:
  In the first phase shown in Fig 2, the full available information in the system, including time of transactions, information related to the success of failure, is discovered and recognized. Then if k equals 1, then the parameters u (i) and v (i) are calculated based on temporary information.
• Second Phase:

  In the second phase shown in Fig. 3, upon studying the condition of $k=1$, the buffer size is calculated, and then data information is saved inside buffers than in the next stage, then the parameter $v(n)$ and $u(n)$ calculated.

4. Analysis of proposed methods

The following method has the following four advantages:

• The size of the buffer is determined based on the processing power of each system and is entirely local.

• If the number of transactions increased, the buffer size is also increased so more data could be stored.

• It is possible to obtain the valuable and applicable range of appropriate information with local properties of any system, and in case of requirement, we may refer to them.

• When data are saved inside a system with a specific amount and calculation ability on a regional basis, the overload will not be imposed into the system.

5. Analyzing trust level

Fig. 3 is related to implementation for calculating trust, and according to the descriptions offered in the previous session, it is beneficial from formula 3-1; meanwhile, level of direct trust is observed as $(dt)$ equal 0.5, and indirect trust level is obtained by using the information of other modes during the implementation of the algorithm that is calculated by observing the level of $\lambda d$ 0.5 as it is revealed from the diagram described above when the level of $i s$ 0.5 it moves toward one by the lower slope.
6. Analyzing average consumed time based on number of jobs

As shown in Fig 4, when the number of jobs is increased, the average duration of performing calculations is also increased, but with this difference, the submitted method in this research shows higher time compared to the primary method. This condition is whereas the submitted method requires considering the data related to performed transactions in the determined range; thus, it is required for more time for processing and implementing jobs.

Fig. 4. Average scheduling length based on number of tasks

7. Analyzing level of success based on number of jobs

In Fig. 5, When the number of jobs is added or according to diagram 4-3, it is required for more time; but, on the other hand, we may obtain more successful transactions. This event is that whereas the submitted method on behalf of the related data benefits from previous transactions for making the decision; thus, it is required for more time for processing data; nevertheless, it may offer more acceptable efficiency for more successful transactions.

Fig. 5. The average ratio of successful execution based on the number of tasks
8. Analyzing level of success based on number of jobs

In Fig. 6, when the number of jobs is added or according to diagram 4-3, it is required for more time; but, on the other hand, we may obtain more successful transactions. This event is that whereas the submitted method on behalf of the related data benefits from previous transactions for making the decision; thus, it is required for more time for processing data; nevertheless, it may offer more acceptable efficiency for more successful transactions.

9. Analyzing average consumed time based on number of nodes

In Fig. 7, when the number of computing nodes is increased, the average consumed time for both methods is reduced, but the proposed method costs more time.

10. Conclusion

The recommended method has a more suitable scale and is better implemented in comparison to the previous method. Moreover, the efficiency of this method depends on the number of nodes and affairs, i.e., through the increasing number of nodes and
affairs, the performance is improved when time cost is increased. In order to calculate the level of trust in computer environments, it is applied from a kind of mechanism based on trust for reducing error for allocation of duties and guarantee for performing tasks in a safe environment. The main idea of this method was to solve the problems for the traditional formula of timetable, and the trustability was increased simultaneously.
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